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The crystal structure of 2’-deoxycytidine hemidihydrogenphosphate has been refined
using diffractometer CuKa data and imaging plate (IP) MoKa data collected for the
same single crystal. The IP Mo data were collected 55 times more cfficiently, extend to
higher resolution, and resulted in a more precise (1.6 times) structural model which
revealed fine features (related to H-atom location) impossible to derive from the Cu
data. Even though a OF (data set 1 vs. data set 2 ) normal probability plot indicates that
there are systematic differences between the two data sets, the individual 5R (Fyvs. Fp)
plots reveal that this systematic error has been absorbed by the structural model(s). When
structural models derived from the two data sets were compared, the dp normal
probability plots showed a systematic shift in the displacement parameters but no drastic
systematic differences in the positional parameters. A comparison of two structural
models based on the same (IP Mo) data revealed agreement between the displacement
parameters and systematic differences in the positional parameters. The refinements
demonstrate that care must be exercised when interpretating fine (and often problematic)
structural features (like minor sites in disordered systems) because they may be in-
fluenced by the quality of the experimental data.
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Two-dimensional X-ray detectors capable of simultaneously measuring many
reflection intensities were originally designed for macromolecular crystallography.
The past few decades have witnessed the introduction and development of position-
sensitive ionization area detectors, TV-camera detectors, imaging plates, and, more
recently, of CCD detectors. The early area detector designs provided only medium-
quality intensity data. However, continuous improvement of crystallization tech-
niques, which can today produce very high quality macromolecular crystals,
stimulated a rapid progress in detector technology and developments in the software
for processing their output. Using both scintillation-type automatic diffractometers
and image plate detectors for small-molecule and macromolecular diffraction experi-
ments, we came to the conclusion that the imaging plate technique has now reached
the quality standard typically associated with single crystal diffractometers. To
compare these two techniques, we have refined a small-molecule structure using
intensity data collected on a Syntex P2 single crystal diffractometer and using a Mar
180 mm image plate detector. The structure selected for these comparisons was
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2'-deoxycytidine hemidihydrogenphosphate [1]. All experiments were carried out
using one single crystal which originally provided high quality Cu diffraction data
on a single crystal diffractometer.

In the analysis below we demonstrate that the quality of the data collected using
the image plate detector matches or exceeds that characterizing diffractometer data.
The two structural models show a general agreement typical of independent structure
determinations and differ only in structural details which are problematic in them-
selves. The structure derived from the image plate data has a markedly better
precision (by a factor of 1.6) and reveals subtle details impossible to derive from the
diffractometer data.

EXPERIMENTAL

Intensity data and structural models: All diffraction experiments were carried out on a single
crystal with dimensions 0.31 x 0.31 x 0.36 mm. The crystal, obtained from methanol/water mixture
(3:1), had hexagonal bipyramidal habit and well developed natural faces. The space group is P6, with
a = 25.839(3), ¢ = 12.529(1) A (umt cell parameters determined from 15 reflections measured on a
diffractometer [1]). The unit cell is relatively big [7244(1) A3] and contains Z = 12 formula units, i.e.
74 independent non-H atoms. The experimental procedures are compared in Table 1.

Table 1. Crystallographic data, experimental details and refinement details for the diffractometer and
image plate experiments.

Diffractometer Image plate

Syntex P2, Mar 180 mm
Crystal data
Space group P6, P6,
a(A) 25.839(3) 25.93°
c(A) 12.529(1) 12.60°
Axial ratio (a/c) 2.0623(3) 2.058
Temp. (K) 291 291
Crystal size (mm) 0.31 x0.31 x 0.36 -0.31 x 0.31 x 0.36
Linear absorption coeff. (mm‘l) Ucy = 1.66 Meo = 0.18
Intensity measurements
Data coll. technique background-peak-background rotation method
Wavelength 1.54178 (CuKa) 0.71073 (MoKa)
Resolution, d,y;, (A) 0.92 0.82
Reflections measured 3735 19168
Unique reflections 3450 4792
Redundance 1.08 4.00
Riu 0.026 0.025
Structure refinement
Parameters refined 683° 739°¢
Geometrical restraints 7 4
Accepted reflections 3236 4792
Acceptance criterion F=23920(F) F=000(F)
Function minimized Ew(Fo— Fc)2 Iw(Fo— Fc)2

Wei ghtiﬁg scheme wl = 6%(F) + 0.0005F2 wl = oX(F)
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Table 1 (continuation)

Extinction correction 3 reflections excluded F = F(1+ xF %/sin20)14
x=36(4)1077

R 0.0420 0.0441
wR 0.0578 0.0511
S 2.05 1.88
5(C-C) (A) 0.0090 0.0055
APmin (€A) -0.22 -0.30
APmax (€A 0.70 0.82

“biased due to approximate calibration of crystal-to-image distance.

®model /¢,

°model Iy,

The structure was originally solved and refined using diffractometer data by Jaskdlski et al. [1]. It
has a peculiar architecture consisting of tightly hydrogen-bonded dihydrogenphosphate anions located
onall two-fold axes in the unit cell and of perpendicular cationic layers attached to the phosphate “joints”
every ¢/3. Each cationic layer is composed of two (AB and CD) cationic dC®- dC dimers (dc =
2'-deoxycytidine) (Fig. 1). In all structure refinements (carried out usin,gi', SHELX76 [2] and SHELXTL
[3] on an IBM PC computer) the function minimized was Iw(Fo — F)*. The normal probability plots
for comparisons of structure factors and model parameters were generated using a program written by MJ.

b)

Figure 1. The structural motifs composing the crystal structure of 2'-deoxycytidine hemidihydrogen-
phosphate [1]. (a) Cationic hydrogen-bonded dC®-dC base pairs; there are twg such dimers,
AB and CD, in the asymmetric unit. (b) Columns of hydrogen-bonded HyPO, anions; two
different two-fold-symmetric columns are present in the asymmetric unit: one is formed by
the P(1)-phosphate located on the 6, screw, while the other is composed of repeating P(2)-,
P(3)-, and P(4)-phosphates. ’
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Diffractometer data: The data were collected on a Syntex P2, diffractometer using sealed-tube Cu
radiation and graphite monochromator [u(CuKa) = 16.6 cm™] at T = 291 K (Table 1). The intensities
were determined in the background-peak-background mode using a variable rate (between 2.0 and
29.3°/min) 6-20 scan. The 20 scan range was 2° plus oy — a; split. The stationary background
measurements for each reflection were made at the low- (t/4 sec) and high-angle (t/4 sec) limit of the
scan range which was integrated in 96 steps during t seconds. A total of 3735 reflections were collected
fords 20<114°and 0<h=<28,0=sk <28,0s 1= 13. The upper 26 limit approximately corresponds
to the maximum angle available on a Syntex P2; diffractometer operating in the bisecting mode and
determines the maximum resolution of Cu data as 0.92 A. The total duration of the intensity measure-
ments was 75 hours. Averaging of symmetry-related reflections resulted in 3450 unique data with R;,,
= 0.026, comparable with the intensity variation of 3% displayed by two frequently measured reference
reflections. The refinements were carried out using 3236 observed reflections with / = 1.960 () but
excluded three strong reflections (220, 240, 420) suspected of high extinction. The weighting scheme
was w™! = 6%(F) + 0.0005F2. Persistent difference-Fourier peaks within the side chain regions of sugars
A and C suggested disorder of the corresponding O(5') atoms. The model was therefore adjusted to
accommodate split O(5'A ) and O(5'C) atoms. The partial occupancies were fixed at proportions which
gave similar displacement parameters of the split components [0.7/0.3 at O(5'A), 0.9/0.1 at O(5'C)]. In
the final model all non-H atoms were treated anisotropically, except for the low-occupancy O(5'C) atom
which was refined isotropically. To improve the geometry of the disordered C(5')-O(5") groups, seven
weak geometrical restraints were included in the final refinement. The C~H hydrogen atoms were
included at calculated positions. All N-H hydrogen atoms were located in a difference-Fourier map. All
hydroxyl H atoms [except those in the disordered O(5'C) group and at the low-occupancy O(5'A)
component] were located in AF maps. The 2'-deoxycytidine H atoms were given (fixed) By, values one
unit greater than B, of their carriers on which they were riding during the refinement. The H atoms of
the HoPOy groups posed a special problem. Because of the short lengths of the interphosphate O---O
hydrogen bonds it might be expected that those H atoms could be located close to, or disordered on both
sides of, the midpoints of the O---O distances. All attempts to refine AF peaks as possible phosphate H
atoms failed. Finally, the phosphate H atoms were fixed with Bis, = 0.1 A? at the centers of their
corresponding O---H---O hydrogen bonds. The refinement of this model (Icy) converged with R = 0.0420,
wR = 0.0578 and § = 2.05 for 3236 reflections. The final AF map had electron density between —0.22
and 0.70 e.A™3 and the average o(C—C) was 0.0090 A [1] (Table 1).

Image plate data: The data were collected using a Mar 180 mm image plate (IP) detector,
sealed-tube Mo source and graphite monochromator [m(MoKo) = 1.8 cm™] at T'= 291 K (Table 1). The
rotation method [4] was employed, as is routine in macromolecular crystallography. To overcome the
limitation of the dynamic range of the image plate, two sets of images were collected with different
exposures. The firstset consisted of 45 images with 2° oscillation per image at 70 mm crystal-to-detector
distance and 5 min exposures. Reflections were accepted in the resolution range 5.0-0.82 A. The second
set was collected with 3° oscillation (30 images) ats170 mm distance and 1 min exposure within the
resolution range 10.0-1.5 A. The crystal was mounted with its b*-axis almost parallel to the spindle axis
of the camera and, therefore, a 90° quadrant of the reciprocal lattice between a*b*- and b*c*-planes was
covered in both data sets, leading to three copies of the asymmetric part recorded on the detector.

The images were interpreted and intensities integrated using program DENZO [5] on a VAX 3100
workstation yielding a 97.6% complete data set of 4792 unique reflections (4911 expected). The data
statistics in resolution shells are presented in Fig. 2. The IP experiments were completed within 7 hours
and resulted in a data set with average redundance of 4.0. In view of this and the difference in resolution,
the image plate scanner collected data ca. 55 times more cfficiently than the diffractometer. Overall R;,
= 0.025 and reaches 0.110 in the highest resolution range. The cell constants derived from image
processing are a = 25.93, ¢ = 12.60 A. Their inaccuracy results from lack of precise calibration of the
crystal-to-image distance. The a/c axial ratio (2.058) is in reasonable agreement with the value of
2.0623(3) derived from diffractometer measurements. For the final analysis, the more precise unit cell
parameters from diffractometer measurements were used.

The initial refinement using IP data was carried out for a model constructed exactly as /¢,. The only
differences in the refinement protocol were in the treatment of the diffraction data: (i) no sigma cut-off
was used, (ii) the weighting scheme was w! = o%(F), (iii) instead of excluding extinction-affected
reflections, an empirical isotropic extinction correction x was applied to the calculated structure factors
[F' = F(1+ xF?*/sin28)""*] which refined to x = 71(9)x107". Refinement of this model (designated Iy,,)
converged at R = 0.0438, wR = 0.0524, and S = 1.92 for 4792 reflections. The final AF map had features
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Figure 2. Image plate data statistics. (a) R; vs. resol ution; (b) percentage of reflections below specified
o(/) limit. ‘

between —0.25 and 0.84 e.A™? and the average o(C-C) was 0.0056 A. While the B., parameters of the
split O(5'A) atom remained similar [0.133(4) A? (0.7), 0.117(11) A? (0.3)], those of O(5'C) did not
[0.100(2) A%(0.9), 0.054(6) A (0. 1)]. Therefore, a slightly modified version of that model was generated
(Tyo) in which the occupancies of the split O(5'C) atom were fixed at 0.8/0.2. Refinement of I, resulted
in a more balanced situation at O(5'C) 0.089(2) A2 (0.8), 0.106(6) A2 (0.2)] and in marginally better
convergence parameters [R = 0.0434, wR = 0.0518, S = 1.89, average o(C-C) = 0.0055 A]. To assess
the validity of the problematic features of models Iy, and I;\'Io’ another model 11y, was constructed based
on the IP data. To this end, the positional parameters of all N=H hydrogen atoms were allowed to vary,
the low-occupancy components of the O(5') atoms as well as all O-H hydrogen atoms were removed
and several cycles of least-squares refinement were calculated in which the diffraction data were treated
as above. The subsequent AF maps revealed the minor component of the O(5'A) atom but gave poor and
conflicting evidence of disorder at the O(5'C) site. Consequently, the O(5'A) atom was split into two
anisotropic sites (occupancies 0.65 and 0.35) the displacement parameters of which were characterized
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in the final refinement by B, of 0.122(4) and 0.130(11) A?, respectively. The AF maps also indicated
the positions of all the hydroxyl H atoms of the sugar moieties, except for the minor O(5'A) component.
All those H atoms [except that in the disordered O(5'A) hydroxyl] were subject to refinement with fixed
Biso (one unit greater than B, of their O atoms) with only very loose restraints imposed on O(3’A)-H
and O(5'C)-H. The final geometry of the hydroxyl groups is very good with the O~H distances ranging
from 0.89(6) to 1.11(7) A [average 0.96(3) A]. The exo-amino H atoms also refined with good geometry,
the N-H distances ranging from 0.80(7) to 1.22(5) A [average 0.93(4) /o\]. The two H atoms at the
protonation sites refined to N(3)-H, distances of 0.92(5) A (in A) and 0.89(4) A (in C). The quality of
the data allowed to locate the H,PO, hydrogen atoms, except that in the P(1) phosphate (occupying the
62 axis). When included in the refinement (with Bj, fixed at 0.1 /"\2), those H atoms were very well
behaved, in contrast to the situation in the /¢, model and diffractometer data. Surprisingly, but in
agreement with the chemical nature of the hydrogen-bonded phosphate O atoms, the H atoms were pulled
out from the central positions in the P~O--.O-P bridges and remained stable closer to those O atoms
which have longer P-O distances. The results are illustrated in Table 2. Even though the differences
between the two P-O bonds in the individual P(2), P(3), P(4) phosphates are not very significant, their
correlation with the O—H/H--O differences is a remarkable result of this Mo-data structure refinement.
Also, the equalization of the P(1)-O bond lengths may provide an explanation why the attempts to locate
and refine the H(1) atom have been unsuccessful. The refinement of the /1y, model converged with R
=0.0441, wR = 0.0511 and S = 1.88 for 4792 reflections. The isotropic extinction parameter refined to
x =36(4)x1077 and the final AF map had features between —0.30 and 0.82 e.A™>. The highest difference
peaks were located within the disordered C(5'A)-0(5'A) group while in the O(5'C) region there was no
indication of any significant disorder (highest peak 0.18 ¢.A~ ). The average o(C-C) of the I3, model
is 0.0055 A (Table 1).

Lists of structure factors corresponding to the IP measurements, as well as of atomic coordinates
and displacement parameters characterizing the II}, model, have been deposited in the Faculty of
Chemistry, A. Mickiewicz University, Poznaii, Poland, and are available on request.

Table 2. Geometry of the H bonds and P-O distances within the phosphate columns in the Ily;, model.

P(n)-O(n1) P(n)-O(n2) O@2)-H H--O(ml)Y  O(n2)--O(ml)’ P-O-H O-H--O
P(n) A £ H(nm) A A I 154 . Ilé . . .
A A
P(1)  1.5352)  1.532(2) H(1)° 2.498(3) 2.499(5)

P(2) 1.517(4) 1.520(3)  H(23) 1.12(7) 1.45(7)  2.547(4) 2.550(6) 110(3) 164(5)

P(3)  1528(3)  1.534(2) H(34) 1.03(7)  147(7) 2.489(3) 2.488(6) 115(3) 166(3)

P(4) 1.524(3)  1.537(2) H(42) 079(7)  L75(7) 2.502(4) 2.500(6) 103(4) 158(d)
*Results of refinement based on IP Mo data.

PResults of refinement based on diffractometer Cu data [1].
“Not located.

DISCUSSION

The method of normal probability plot developed by Wilk and Gnanadesikan [6]
and introduced to crystallography by Abrahams and Keve [7] is a convenient tool for
testing if the differences between individual data points in two (usually large) data
sets are random (i.e. have normal distribution) or not. We have applied this method
. lo compare the two sets of experimental structure factors (8F plot) and to compare
each of them with the corresponding set of calculated structure factors (OR plots).
Similarly, dp plots have been used to compare the parameters of the structural models.
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Fig. 3 is a OF normal probability plot illustrating the differences
(F§ —K F¥)/ [02(F§™) + KPoX(FY ]2, The normalizing variances were those
used in the least-squares structure refinements. Thus, o>( 0 ) corresponds to the
experimental variances while oz(Fg") includes the additional term, 0.0005 F2. Inboth
data sets all reflections were considered (no sigma cut-off). The plot deviates from
linearity, particularly in its positive half, and has a large intercept (—0.483). These
facts are discouraging, because they demonstrate that one of the data sets, or both,
contains systematic errors. It is not obvious what the source of this error is. To some
extent, it could be explained by an absorption error, present in the Cu data in spite of
the moderate absorption coefficient and fairly regular crystal shape. The general slope
of the least-squares line through the data points 31.761) indicates, that the joint
standard deviations of the structure factors, (o% + 02)1/2, are systematically too low.
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Figure 3. Normal probability plot generated from oF = (| F§¥| — k| Fy9) / [0*(F§") + Ko?(FY))2. The
two data sets (3452 Cu data, 4792 Mo data) had 3373 common reflections of which 191 had
| OF | > 4 and are not plotted. The least-squares line through the remaining 3182 points
(correlation coefficient 0.986) has a slope of 1.761 and an intercept of -0.483.

Interestingly, the two 8R plots (Fig. 4) are much more linear (their deviations
from linearity being very similar) and deviate much less from the origin. Taken
individually, the dR plots might suggest that the data sets are free from significant
systematic errors. It is only in the F plot that this bias becomes visible. Therefore,
the systematic error present in one of the data sets (or in both) is clearly absorbed in
the refined model(s). The general inclination of the two R plots is very similar and
indicates that in both experiments the standard deviations of the structure factors were
underestimated by a factor of 1.6.
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Figure 4. Normal probability plots generated from dR = (| Fo| — | Fe| )/o(Fy). In both plots all reflections
were included and the variances were those used for weighting in the least-squares refinements.
(a) Diffractometer Cu data; 3452 points of which 111 beyond 4 (excluded); the least-squares
line through the 3341 points (correlation coefficient 0.997) has aslope of 1.589 and an intercept
of 0.123. (b) IP Mo data; 4792 points of which 150 beyond 4 (excl uded); the least-squares line
through the 4642 points (correlation coefficient 0.998) has a slope of 1.656 and an intercept
of 0.037.

Fig. 5 illustrates a comparison of the two data sets in real space by means of dp
plots for the non-H atoms of models I, and IIj;,. The plot which includes both the
positional and anisotropic displacement parameters (Fig. 5a) is quite linear but
deviates significantly from the origin, indicating that the differences between the
parameters of the two models have a systematic component. This systematic bias
revealed by a large intercept is even more pronounced in the plot comparing the
displacement parameters, although the linearity here is also satisfactory (Fig. 5b).
This systematic bias corresponding to a parallel shift of the dU;; = (U,(fc“ - U,{]IM") plot
may indicate that the displacement parameters of the /¢, model are systematically
higher than those in ITjs,. This in turn might be explained by an absorption error of
the Cu data. Even though the linearity of the plot corresponding to only positional
parameters is somewhat poorer (Fig. 5c), its general shape and small intercept
indicate that there are no serious systematic differences in the geometry of models
Iy and ITp,. The slopes of all three plots in Fig. 5 are close to unity suggesting that
the standard deviations in the parameters estimated in the least-squares calculations
are quite reliable.
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Figure 5. 8p Plots of normalized differences between structural parameters of non-H atoms of models

Icy and Iy,. The plots exclude the disordered O(5'A) and O(5'C) atoms.  (a) andp=x,y,z
and Uj; 649 parameters considered; the least-squares line through the 648 points not exceeding
4 (correlation coefficient 0.997) has a slope of 1.229 and an intercept of 0.389. (b)p=Uj; 436
points corresponding to the components of the anisotropic displacement parameters con-
sidered; the least-squares line through the 435 points not exceeding 4 (correlation coefficient
0.996) has a slope of 1.148 and an intercept of 0.597. (c) p = x, y, z; the least-squares line
through the 213 points corresponding to the positional parameters (correlation coefficient
0.991) has a slope of 1.272 and an intercept of —0.039.
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While the above two models (I¢, and IIj,) based on different data sets compared
(at least in the geometrical part) reasonably well and showed understandable dp
deviations, the comparison of the two models derived from the same (IP Mo) data set
(IMO, 1Iy1,) presented in Fig. 6 leads to striking and unexpected results. The positional
op plot (Fig. 6¢) indicates significant non-random differences between the two
models. On the other hand, the 8U;; plot (Fig. 6b) is fairly linear and not far from the
origin and even indicates that the standard deviations of the displacement parameters
are overestimated by a factor of 2. The results of the comparison of models
IMO and Ily;, are even more surprising if one recalls that model IMO was refined
using a strategy nearly identical to that used with I, which, in the previous
comparison with Il,, produced quite different results. To some extent, the disparity
between the plots in Figs. 5 and 6 can be explained by the fact that the standard
deviations (used to normalize the p| — p; differences) of the parameters of model I,
are by a factor of 1.6 higher and, therefore, may have obscured the differences which
showed up only with sufficiently precise data.

CONCLUSIONS

Refinements of the same small molecule crystal structure using data measured
by different techniques indicate that the quality of diffraction data collected on an
image plate is at least as good as in the case of a standard diffractometer. With suitable
X-ray radiation (MoKa) even a small image plate (180 mm) can produce highly
resolved data, exceeding in resolution standards typical in diffractometry. There are
hardly any disadvantages of the imaging plate technique. Some inconveniences are
related to the limits (even though very broad) in the dynamical range which, with
strongly diffracting small-molecule crystals, require two sets of images with different
exposure times. The requirement for vast disk space and fast computer is no longer
a limitation. The biggest advantage of the image plate lies in its capability to collect
data very rapidly (tens of times faster than on a diffractometer) without compromising
quality. In the present test, the structural model derived from MoKa. image plate data
is superior to that obtained with CuKo diffractometer data in terms of statistical
parameters (standard deviations) and structural features (location of hydrogen
atoms).
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Figure 6. 8p Plots of normalized differences between structural parameters of non-H atoms of models
Ingo and iy, . The plots exclude the disordered O(5'A) and O(5'C) atoms. (a) p = x, y, z and
Ujj; 649 parameters considered; the least-squares line through the 646 points not exceeding 4
(correlation coefficient 0.927) has a slope of 0.863 and an intercept of —0.369. (b) p = Uj;; the
least-squares line through the 436 points corresponding to the components of the anisotropic
displacement parameters (correlation coefficient 0.980) has a slope of 0.535 and an intercept
of —Q.116. () p = x, ¥, z; 213 points corresponding to the positional parameters considered;
the least-squares line through the 210 points not exceeding 4 (correlation coefficient 0.959)
has a slope of 1.260 and an intercept of —0.903.
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